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ABSTRACT 
Outlier detection is a fundamental issue in data mining, specifically it has been used to detect and remove anomalous 

objects from data mining. The proposed approach to detect outlier includes two distances which are inner radius and 

outer radius. Inner radius is calculated from the global centroid distance to the nearest cluster distance minus the radius 

of that cluster. Similarly we calculate outer radius which is the maximum distance between global centroid and any 

one of the cluster plus that cluster radius. For clustering FCM algorithm is used which partition the dataset into given 

number of clusters. The clustering is done only on useful data points. This will act as a model of my project on the 

basis of these clusters we will point out outlier. These two radius we will point out the outlier points. While pointing 

any point to be an outlier we will also check, are there any groups of points which form another cluster, for that case 

we have to check that condition separately. Those points which are outside outer radius are outlier points and those 

points which are less then inner radius are outlier points. 
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     INTRODUCTION
Outlier detection is a fundamental step in a large number of data quality, data management, and data analysis 

tasks. Stephen Hawkins defines an outlier as “an observation which deviates so much from the other 

observations as to arouse suspicions that it was generated by a different mechanism”. The problem of outlier 

detection has been around for over a century and has been the focus of much research in the statistics literature. 

Here, data is assumed to follow a radius distribution and the objects that do not fit properly the model are 

considered outliers.  

 

Double Radius-based detection is a good style outlier detection approach. We denote K-Nearest Neighbor 

distance between the centroid of clusters in this paper. The global inner distance from any centroid to global 

centroid minus centroid radius denoted as G_in radius. Similarly find out global outer radius denoted as G_out. 

 

PROBLEM IN MEAN DISTANCE BASED OUTLIER DETECTION ALGORITHM 
However, it mainly has two shortcomings when it is applied for outlier detection: the first one is that it 

distinguishes the normal and abnormal dataset just by a value of delta. So the clustering accuracy is far from 

enough. Second, it doesn’t offer a reasonable method to address outliers, but just simply throw it away. With 

this coarse granularity partition, it can’t receive a satisfied detection rate.  

In distance based outlier detection, time computation is too high because each data set is compared with the 

delta value. 

 

PROPOSED INNER AND OUTER RADIUS BASED OUTLIER DETECTION 

ALGORITHM 
By this algorithm we can easily determine outlier based on the value of G_out and G_in . 

Algorithm: 

INPUT:  a set S of points 

1) apply FCM on S which divides the points into k clusters 

2) Calculate global centroid C_global 

3) Calculate radius of each cluster 

4) C_out  is the outer radius from global centroid 
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5) C_in is the inner radius from global centroid 

6) If  point lie between C_out and  C_in then are normal point 

7) Else 

8) Detected outlier 

 

EXPERIMENTAL RESULT ON DATA SETS 

 
9.1. Diagnostic Wisconsin Breast Cancer Database Data Set: 

Data Set 
Characteristics 

Multivariate Number of 
Instances 

569 Area Life 

Attribute 
Characteristics 

Real Number of 
Attributes 

32 Date Donated 1995-11-01 

Associated Tasks Classification Missing Values? No Number of Web 
Hits  

276511 

 

Data Set Information: 

Features are computed from a digitized image of a fine needle aspirate (FNA) of a breast mass. They describe 

characteristics of the cell nuclei present in the image.  

Ten real-valued features are computed for each cell nucleus:  

a) radius (mean of distances from center to points on the perimeter)  

b) texture (standard deviation of gray-scale values)  

c) perimeter  

d) area  

e) smoothness (local variation in radius lengths)  

f) compactness (perimeter^2 / area - 1.0)  

g) concavity (severity of concave portions of the contour)  

h) concave points (number of concave portions of the contour)  

i) symmetry  

j) fractal dimension ("coastline approximation" - 1) 

 

Results for WDBC Data Set: 

 
Total Number Of 

Points 

Model Built From Number Of 

Cluster 

Number Of 

Benign Points 

Number Of Malignant 

Points 

Outlier 

Detected 

200 100 5 80 20 18 

200 100 6 80 20 18 

300 150 10 100 50 46 

350 150 11 150 50 45 

400 100 15 250 50 43 

400 100 20 200 100 85 

400 150 25 200 100 86 

400 200 30 150 50 28 

450 200 30 150 100 52 

500 100 35 300 100 41 
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Iris Data Set: 

 
Data Set 

Characteristics 

Multivariate Number of 

Instances 

150 Area Life 

Attribute 

Characteristics 

Real Number of 

Attributes 

4 Date Donated 1998-07-01 

Associated Tasks Classification Missing Values? No Number of Web 

Hits  

562966 

 

Data Set Information:  

This is perhaps the best known database to be found in the pattern recognition literature. The data set contains 

3 classes of 50 instances each, where each class refers to a type of iris plant. One class is linearly separable 

from the other 2; the latter are NOT linearly separable from each other.  

1. sepal length in cm  

2. sepal width in cm  

3. petal length in cm  

4. petal width in cm  

5. class: Iris Setosa , Iris Versicolour , Iris Virginica 

 

Result for Iris Data Set: 

 
Total Number Of 

Points 

Model Built From Number Of 

Cluster 

Number Of Inliers 

Points 

Number Of Outliers 

Points 

Outlier 

Detected 

50 20 4 20 10 9 

50 20 6 20 10 8 

60 30 5 20 10 9 

60 30 6 20 10 9 

70 30 10 30 10 8 

70 30 15 25 15 13 

75 30 15 20 25 23 

75 35 15 20 15 14 

80 30 15 40 10 9 

 

ABALONE DATA SET: 

 
Data Set 

Characteristics 
Multivariate Number of 

Instances 
4177 Area Life 

Attribute 

Characteristics 

Categorical, 

Integer, Real 

Number of 

Attributes 

8 Date Donated 1995-12-01 

Associated Tasks Classification Missing Values? No Number of Web 

Hits  

219061 

 

Data Set Information: 

Predicting the age of abalone from physical measurements. The age of abalone is determined by cutting the 

shell through the cone, staining it, and counting the number of rings through a microscope -- a boring and time-

consuming task. Other measurements, which are easier to obtain, are used to predict the age. Further 

information, such as weather patterns and location (hence food availability) may be required to solve the 

problem. 
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Attribute Information: 

Given is the attribute name, attribute type, the measurement unit and a brief description. The number of rings 

is the value to predict: either as a continuous value or as a classification problem.  

Name / Data Type / Measurement Unit / Description  

-----------------------------  

Sex / nominal / -- / M, F, and I (infant)  

Length / continuous / mm / Longest shell measurement  

Diameter / continuous / mm / perpendicular to length  

Height / continuous / mm / with meat in shell  

Whole weight / continuous / grams / whole abalone  

Shucked weight / continuous / grams / weight of meat  

Viscera weight / continuous / grams / gut weight (after bleeding)  

Shell weight / continuous / grams / after being dried  

Rings / integer / -- / +1.5 gives the age in years 

 

Result for Abalone Data Set: 

 
Total Number Of 

Points 

Model Built From Number Of 

Cluster 

Number Of 

Benign Points 

Number Of Malignant 

Points 

Outlier 

Detected 

700 300 10 300 100 86 

700 400 15 200 100 80 

900 500 15 300 100 90 

900 500 17 300 100 90 

1000 600 20 250 150 75 

1100 700 25 300 100 69 

1100 700 30 300 100 60 

 

CONCLUSIONS 
In simply mean distance measures will not provide the good result. By using the double radius technique it will 

provide the good result for detecting outlier. This Radius Based algorithm presented in this paper may 

overcome some disadvantages of the Mean Distance Based algorithm for intrusion detection, because in Mean 

Distance Based algorithm we will discard points on the bases of mean value, this will not detect boundary 

outlier. So to overcome these problem we use double radius for outlier detection. 
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